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Making Better Decisions with 
Artificial Intelligence:

The Decision-Making Process and Where AI Fits

This edition explores how artificial intelligence (AI) enhances decision-making in project management. We review 
organizational decision models, examine AI’s role across different decision types, address ethical and practical limitations, 
and provide advanced AI prompts for both Waterfall and Agile methodologies.

Overview of Organizational Decision-Making

Organizational decision-making is the process of selecting a course of action to achieve defined objectives. Simon (1977). 
Artificial intelligence engages in decision-making through a structured yet adaptive sequence that parallels human 
reasoning while leveraging computational speed and scale. Unlike human decision-making, which is often constrained by 
cognitive limitations and subjective biases, AI processes can systematically examine vast quantities of data in seconds, 
iteratively refining their understanding of the problem before generating recommendations.

The process begins with problem recognition, where the AI system identifies and defines the core issue requiring 
resolution. This stage is critical: the quality and precision of the initial problem definition directly influence the relevance 
and accuracy of the eventual solution. When a project manager inputs a well-structured description – including context, 
constraints, and expected outcomes – AI can move beyond surface-level symptoms to identify the underlying root causes. 
For example, if a project is experiencing delays, AI will not only note missed deadlines but will also assess whether those 
delays are linked to resource bottlenecks, vendor performance issues, or scope creep.

Once the problem is defined, AI transitions into information gathering. The scope and source of this data depend on the 
system’s deployment environment. Within secure organizational firewalls, AI systems primarily rely on the employer’s 
proprietary datasets, ensuring that recommendations align closely with internal processes, policies, and historical 
performance. In contrast, open-source or hybrid configurations may incorporate external data sources, industry 
benchmarks, and best practices from comparable projects. This dual sourcing can significantly broaden the range of 
potential solutions, but it also requires careful validation to ensure that externally derived recommendations align with the 
organization’s specific context.

Following data acquisition, AI engages in alternative generation and evaluation. At this stage, the system analyzes 
potential courses of action, applying criteria such as expected effectiveness, implementation speed, and cost-efficiency. 
AI excels here because it can simultaneously process multiple scenarios, run predictive models, and conduct 
comparative analyses in a fraction of the time a human team might require. For instance, while a human analyst might 
take several hours to model three alternative scheduling strategies, an AI system can simulate dozens of possibilities in 
seconds, ranking them according to projected impact on project objectives.

A distinguishing capability of AI at this stage is its integration of pattern recognition. Drawing from historical project 
data, industry trends, and organizational performance patterns, AI can detect correlations or recurring sequences that 
human decision-makers might overlook. For example, it might identify that projects with certain supplier dependencies 
historically encounter a 15% cost overrun unless a specific margin adjustment is made to procurement timelines.

The final stage involves recommending solutions and providing guidance on implementation. Here, AI not only proposes 
a preferred solution but also outlines a roadmap for execution. This can include step-by-step task sequences, resource 
allocation adjustments, risk mitigation strategies, and contingency plans. Importantly, AI-generated recommendations may 
challenge established practices – introducing unconventional approaches derived from data-driven insights rather than 
tradition or precedent. For example, an AI tool might suggest sequencing a testing phase earlier than usual based on 
historical evidence that earlier testing reduces late-stage defect costs by 30%. While such proposals can push teams 
outside their operational comfort zones, they often uncover opportunities for efficiency and innovation.



Throughout the process, human oversight remains essential. Even when AI demonstrates high accuracy in pattern 
detection and scenario modeling, final approval should rest with the project manager or designated decision authority. 
This ensures that proposed actions align with organizational culture, stakeholder expectations, and ethical considerations. 
AI is a powerful decision support partner, but it is most effective when paired with human judgment that can interpret 
nuances, manage trade-offs, and account for non-quantifiable factors.

As the AI tool suggests a solution, it will also discuss the process for implementing that solution and provide ideas to the 
project manager that might differ from what is typically done.

Types of Decisions: Structured, Semi-Structured, and Unstructured

Decisions within organizations can be understood along a continuum ranging from highly structured to entirely 
unstructured. Each category has distinct characteristics, information requirements, and decision-making approaches, all of 
which influence how AI can support or enhance the process.

Structured Decisions

Structured decisions are repetitive, rules-based, and governed by well-established protocols. They typically involve 
predictable inputs, a clear set of criteria, and a straightforward path to a correct or optimal outcome. Examples in project 
management might include approving recurring expense reports, processing standard procurement requests, or generating 
monthly performance dashboards. Gorry and Morton (1971) identified these as ideal candidates for algorithmic support 
because the rules for arriving at a decision can be explicitly programmed. In such cases, AI (particularly narrow AI or 
rule-based systems) can fully automate the process, thereby reducing the manual workload and eliminating the risk of 
human error associated with repetitive tasks.

Unstructured Decisions

Unstructured decisions, on the other end of the spectrum, are complex, novel, and often high-stakes. They lack a clear 
decision rule, require judgment under uncertainty, and draw on experience, creativity, and sometimes intuition. Strategic 
planning, managing a reputational crisis, or deciding whether to pivot a project’s scope in response to disruptive market 
changes all fall into this category. Mintzberg, Raisinghani, and Théorêt (1976) observed that unstructured decisions rely 
heavily on human interpretation of ambiguous or incomplete data. In such contexts, AI is best positioned as a 



decision-support tool rather than a decision-maker – providing data analysis, pattern detection, and scenario modeling that 
inform, but do not replace, the nuanced reasoning of experienced leaders.

Semi-structured Decisions

Semi-structured decisions occupy the middle ground. They have identifiable components that can be structured, alongside 
elements that still require human judgment. For example, determining whether to accept a scope change request in a 
project involves structured steps, such as calculating the projected impact on budget and schedule, combined with 
qualitative considerations, including stakeholder relationships, contractual flexibility, and long-term strategic alignment. 
Kankanhalli, Zuiderwijk, and Tayi (2017) noted that these types of decisions are becoming increasingly prevalent in 
knowledge-driven sectors, where the volume of available data is high, but the context still demands human interpretation.

AI’s role varies significantly across these categories. In structured contexts, automation can accelerate decision-making, 
minimize human error, and free project managers to focus on higher-value activities. In semi-structured contexts, AI can 
process large datasets, forecast likely outcomes, and present ranked options for review, enabling managers to focus on 
weighing trade-offs and contextual factors. In unstructured contexts, AI’s analytical capabilities can still be valuable 
(providing risk models, trend analyses, and predictive insights). However, the final decision must account for human, 
cultural, and political factors that no algorithm can fully anticipate.

The key consideration is alignment between the decision type and the AI tool capability. Deploying an AI solution 
without first mapping its characteristics can result in a mismatch. For instance, using a fully automated AI system for a 
decision that involves high political sensitivity can lead to outcomes that are technically sound but strategically 
damaging. Conversely, relying solely on human judgment for a structured, data-heavy decision can waste time and 
resources that AI could have optimized. Understanding where a decision falls on the structured-unstructured spectrum is, 
therefore, a prerequisite for effectively integrating AI into organizational processes.

Challenges in Modern Decision Environments

Decision-makers now operate under conditions characterized by volatility, uncertainty, complexity, and ambiguity. Eppler 
and Mengis (2004) noted that the abundance of information can overwhelm managers who struggle to isolate the most 
relevant insights from a continuous stream of data. Kahneman et al. (2021) further emphasized that compressed decision 
timelines increase the likelihood of errors rooted in cognitive biases. Bias continues to present a substantial barrier to 
effective decision-making. Bazerman and Moore (2013) and Milkman et al. (2009) document that both individual and 
group decision processes are susceptible to cognitive distortions, including confirmation bias, anchoring, and groupthink.

Even experienced managers may adopt suboptimal strategies under pressure, particularly in fast-moving environments. 
These findings collectively suggest a need for tools that can filter information, counteract bias, and facilitate timely 
judgment. AI, when implemented with a clear understanding of its limitations, offers a potential means of alleviating these 
decision-making challenges.

Decision processes generally involve problem recognition, information collection, evaluation of alternatives, and the 
implementation of chosen actions. Shollo et al. (2020) found that AI tools, particularly those utilizing machine learning 
and natural language processing, enhance performance in data-intensive phases, such as information gathering and early 
analysis. For instance, AI can consolidate and analyze large data sets to support rapid risk assessment or detect emerging 
patterns that humans may overlook.

Mapping the Decision Process: Where AI Can Contribute



Jarrahi (2018) and Dellermann et al. (2019) converged on the idea that AI functions best as a complement rather than a 
replacement for human decision-making. Hybrid models, in which algorithms handle pattern recognition and humans 
apply judgment and ethical reasoning, often produce superior outcomes. This comparison highlights the importance of 
mapping decision stages deliberately, ensuring that AI is applied where its speed, scalability, and data-processing 
capabilities offer meaningful advantages, while preserving essential human judgment.

When to Use a Project Manager’s Decision Guide

The Project Manager’s Decision Guide is a lightweight, repeatable guide that shows how to use AI for specific help in 
making project decisions. The guide assists project managers in determining whether to apply pre-developed prompts and 
suggestions or to develop a customized prompt for decisions that extend beyond the scope of the Project Manager’s 
Decision Guide.

This guide examines when, how, and whether to use AI, based on the complexity of the decision, the repeatability of the 
decision (i.e., how often the same decision recurs), and data relevance and availability, including the volume, quality, and 
timeliness of the data.

The guide classifies each decision and highlights AI involvement, including informing, recommending, or taking action. 
All AI-made decisions must include human oversight to verify that it is focused on the correct topic, decision, and 
suggestions.

Inform

Using AI to inform others can help reduce knowledge gaps within the project team when implementing new technology. 
As artificial intelligence becomes more mainstream, organizations will likely have gaps in their knowledge and may need 
a bridge to fill those areas. 

The ability for AI to inform can also include an automatic focus that allows it to track various project metrics, and the 
system creates a push notification, enabling everyone to stay informed about the project’s progress.

Enabling AI to track specific data and trigger alerts enables leadership to remain informed about project developments in 
real-time. This timely information provides additional opportunities to make informed decisions or take corrective action 
before potential harm affects the plan or team. An example would be that the budget exceeds a preset threshold of 10%, 
triggering a response to the project manager so they can review the expenditure more closely.

Recommend

The ability for AI to conduct analysis in seconds and recommend solutions is a wealth of knowledge at the project 
manager’s fingertips.  AI scans various knowledge bases and creates a list of solutions, ranking recommendations based 
on which solution is potentially the best response, and which is not.  After reviewing multiple options, the project 
manager or team can then ask AI to recommend approaches to implement the solution, identify the risks associated with 
the different solutions, and suggest migration or contingency strategies.

An example of this is when AI recommends a change to the plan or a shift in resources to expedite the project and 
mitigate potential risk.  Rapid analysis provides leadership with actionable options at the earliest possible stage. Typically, 
leaders want to know about a problem as early as possible so they can build an action plan to mitigate or prevent any 
potential harm.



Act  

The last connection to the Project Manager’s Decision Guide focuses on taking action automatically or behind the scenes. 
It is the ability to set permissions that allow AI to carry out specific-level decisions under strict guardrails set by the 
organization, or the project manager. Automatic decisions are monitored through audits, dashboards, and exception 
reporting, which ensures that human oversight remains fully in control of the outcomes. This does not imply that AI 
assumes full decision-making authority; instead, it engages in low-risk, predefined actions within established parameters.

Some examples of automation using AI include adjusting a resource calendar when team members input information, 
such as time off for a vacation, which triggers an immediate response from the resource to the project manager, rather than 
waiting until the next meeting and hearing about it from the team member.  Additionally, re-prioritizing backlog items 
based on updated customer metrics is becoming increasingly common.  Product owners are coming into work, and the 
product backlog indicates a need for refinement based on customer feedback.  The feedback triggers the instant refinement 
of the backlog.  

Acting is only appropriate if the organization feels comfortable with AI capabilities and trusts the decisions it makes in 
specific areas. Each decision should build trust. Although monitoring can be intensive at first, it becomes less so as trust 
increases.

One of the primary benefits of utilizing AI in project management is its ability to support informed decision-making. In 
this section, the various types of AI will be examined, along with the kinds of work AI is expected to perform.

Narrow AI

Definition: Narrow AI, also known as Weak AI, focuses on systems engineered to perform a single, specific task with 
high efficiency and accuracy. This is considered the workhorse side of AI. 

Positives: In project management, Narrow AI is utilized for routine, well-defined tasks, such as chatbots answering 
stakeholder queries, recommendation engines optimizing resource assignments, or document classifiers organizing project 
files. This tool focuses on these main jobs.

Negatives: Narrow AI does have some constraints and limitations. This tool system can generalize a topic that requires 
specifics and may produce incorrect solutions when working with unfamiliar scenarios. Because Narrow AI is trained with 
a narrow focus, it excels in its designated area but is limited when it needs to be more versatile.

Predictive AI

Definition: Predictive AI focuses on systems and outcomes that analyze historical and current data, as well as using 
statistical machine learning models. This AI focuses on making predictions and providing probabilities to help predict 
trends and future events.

Positives: The value of Predictive AI in analyzing scheduling risks and focusing on stakeholder responses is powerful. 
This tool analyzes past project performance, resource usage patterns, and timelines to anticipate potential bottlenecks or 
overruns. Putting this information in the hands of the project manager or development team is effective in enabling earlier 
decisions and solutions. Predictive AI helps not only with risk and project performance but also with cost estimating and 
stakeholder behavior modeling.

Types of AI Relevant to Project Work



Negatives: All the positives associated with Predictive AI focus heavily on the consistency and quality of the historical 
data, which must be of the highest quality. It is essential to acknowledge that AI is not a crystal ball; its recommendations 
and predictions are not definitive. A project manager must still verify whether the projections are accurate. One can treat 
production as guidance rather than a set of deterministic answers. Overconfidence in such models without human 
judgment and context can lead to misguided project decisions.

Generative AI

Definition: Generative AI, which excites everyone in project management as a potential source of data patterns, can 
produce new content drafts such as texts, images, code, or video based on prompts. It leverages generative models, such 
as large language models. Using ChatGPT sparks ideas about how they will impact the project environment.

Positive: The ability to utilize Generative AI to create reports, summarize meeting notes, generate decision options, 
develop various solutions, and facilitate communication with stakeholders is enough to excite anyone. The ease of use of 
this tool, even after minimal training, demonstrates that individuals across project types, educational backgrounds, and 
operational constraints can adopt it as a functional project assistant.

Negatives: Please make no mistake, Generative AI is not a creative being; it is a tool that creates narratives from pattern 
tendencies and refines what words typically follow other words. These abilities make it seem like this is new, but the tool 
follows a pattern or algorithm when writing. It is for this reason that AI Detectors can pick up what is written by AI and 
not by a human. Because AI is not creating anything new, it requires the user to edit and refine all documents, solutions, 
and patterns for factual and contextual accuracy before using or recommending them.  

Generative AI has raised significant concerns across all areas of business, including project management. Many believe 
that AI will make decisions, eliminating the need for a project manager to oversee the project. Since AI does not make 
decisions on its own, it requires a human to review the information and make decisions based on the culture or specific 
situation.

Cognitive AI (Adaptive AI for Learning Systems)

Definition: Cognitive AI (or Adaptive AI) represents one of the most advanced forms of artificial intelligence in project 
management. Unlike Narrow or Predictive AI, which operate within fixed parameters or depend heavily on historical 
datasets, Cognitive AI is designed to continuously learn from its interactions, adapt to changing conditions, and improve 
decision-making over time. This learning occurs through iterative exposure to both successful and unsuccessful outcomes, 
allowing the system to refine its internal models and adjust future recommendations.

At its core, Cognitive AI attempts to mirror the adaptability of human decision-making. Just as a project manager 
develops better instincts through experience, Cognitive AI builds its “experience” by analyzing patterns in historical 
project data, monitoring the outcomes of its own recommendations, and incorporating feedback from human users. Over 
time, the system becomes more adept at anticipating bottlenecks, identifying risks before they escalate, and 
recommending proactive countermeasures.

Positives: The most significant advantage of Cognitive AI in project management is its self-improving nature. Once 
deployed, it requires far less manual rule-setting or retraining than static AI models. For example, suppose a project’s 
resource allocation strategy consistently results in schedule delays. In that case, Cognitive AI can detect that pattern, test 
alternative allocation models, and recommend improved approaches in similar future scenarios, without the need for 
extensive reprogramming.

This adaptability is particularly valuable in complex, fast-moving environments where conditions shift rapidly. Cognitive 
AI can integrate new data streams (live supplier updates, evolving customer requirements, or emerging market trends) 
into its decision-making framework almost in real time. In doing so, it not only responds to current challenges but also 
anticipates potential disruptions, giving project managers a head start in mitigation planning.



As its knowledge base expands, Cognitive AI can also offer context-aware prioritization. For example, it might recognize 
that during regulatory compliance projects, meeting fixed deadlines is more critical than minimizing costs, and, therefore, 
recommend schedule-preserving actions even if they increase short-term expenses. This ability to weigh multiple 
objectives dynamically is what makes Cognitive AI more strategic compared to other AI types.

Negatives: Cognitive AI is not without challenges. One of the most persistent concerns is bias reinforcement. Because it 
learns from historical patterns, it can inadvertently amplify flawed decision-making tendencies present in its training data. 
For example, if cost-cutting measures have historically been favored over schedule adherence – even in situations where 
meeting deadlines was critical – the AI may continue to prioritize cost savings, potentially causing regulatory breaches or 
reputational harm. Without human oversight, this bias can remain undetected until significant damage occurs.

There is also the broader job displacement concern. As Cognitive AI grows more capable, some responsibilities that once 
required human expertise may shift to automated processes. While this can improve efficiency, it also raises organizational 
and ethical questions about the role of project managers and the need to maintain a human touch in leadership, 
stakeholder engagement, and culture-sensitive decision-making.

From a technical standpoint, Cognitive AI demands substantial computing resources. Deep analysis and real-time learning 
can require significantly more processing power than simpler AI systems. Users who have engaged with advanced “deep 
research” modes in tools like ChatGPT have experienced this firsthand, sometimes waiting 10–15 minutes for a complex 
output instead of the near-instant responses typical of lighter queries. In large organizations with multiple concurrent AI 
workloads, this can create performance bottlenecks if infrastructure is not scaled accordingly.

The Non-Negotiable Role of Human Oversight

Given these risks, human oversight is essential – not just for final approvals but for guiding the AI’s learning trajectory. 
Project managers must monitor which recommendations are adopted, which are rejected, and why. Inputting this feedback 
into the system ensures that its evolving decision framework aligns with both the organization’s strategic priorities and 
cultural norms.

In practice, this means setting guardrails around what Cognitive AI can decide autonomously, defining clear escalation 
points for human review, and periodically auditing the AI’s decision history for unintended patterns. For example, an 
organization might permit the AI to adjust task sequencing in a project schedule automatically but require human sign-off 
before reallocating the budget between major workstreams.

When deployed thoughtfully, with a balance of adaptive capability, transparency, and human oversight, Cognitive AI can 
serve as a long-term strategic partner in project management. It offers the promise of not just faster decisions, but smarter 
ones. Decisions that grow more precise and contextually relevant with every project they touch.

10 Advanced Prompts for Running Traditional/Waterfall Projects

1. Requirements Prioritization

“Analyze the following project requirements list and assign a priority score to each based on alignment with objectives, 
dependencies, estimated effort, and predicted value delivery. Provide a ranked list and justify the top five priorities with 
evidence-based rationale.”

2. Timeline Estimation

“Given the project work breakdown structure (WBS), historical task durations, and resource availability data, generate a 
risk-adjusted project timeline. Identify potential bottlenecks and propose a schedule with milestones, incorporating 
best-case, worst-case, and most-likely completion scenarios.”



3. Resource Assignment

“Review the provided resource skill matrix, past performance data, and workload availability. Assign each task in the 
WBS to the most suitable resource while avoiding overutilization. Recommend alternative assignments where gaps in 
skills or capacity are identified.”

4. Risk Forecasting

“Analyze the project plan, status reports, and dependency maps to identify potential risks that could lead to delays, cost 
overruns, or quality issues. Prioritize risks based on likelihood and impact, and recommend mitigation strategies for the 
top five.”

5. Scope Change Impact Modeling

“Evaluate the impact of the proposed change request on the project’s cost, schedule, and resource plan. Model at least two 
implementation paths and quantify trade-offs for each. Recommend whether to approve, defer, or reject the change.”

6. Budget Performance Prediction

“Analyze project cost reports, committed expenditures, and procurement timelines to forecast the end-of-project spending. 
Identify any budget variances and recommend corrective actions to stay within financial targets.”

7. Critical Path Monitoring

“Review the project schedule and recalculate the critical path based on updated progress data. Highlight any tasks that 
have become time-sensitive due to slippage and recommend actions to protect the project’s completion date.”

8. Quality Risk Prediction

“Based on the planned sequence of tasks and historical defect patterns, predict which deliverables are at the highest risk of 
failing quality checks. Recommend adjustments to the quality assurance plan to address these risks.”

9. Documentation Completeness Checks

“Review all project documentation for compliance with required standards. Identify missing sections, inconsistencies, or 
misaligned references, and provide a checklist of corrections needed before the next stage gate.”

10. Stakeholder Communication Optimization

“Analyze stakeholder engagement records, decision-making timelines, and feedback frequency. Recommend the optimal 
communication format, frequency, and content strategy for each stakeholder group to maintain alignment and accelerate 
approvals.”

10 Advanced Prompts for Running Agile/Scrum Projects

1. Backlog Item Prioritization

“Analyze the backlog items and rank them based on predicted value delivery, implementation effort, and historical sprint 
outcomes. Provide a prioritized list and justify the selection of the top five items based on projected impact for the 
upcoming sprint.”



2. Sprint Capacity Forecasting

“Using past velocity data, team availability, and story complexity ratings, forecast the maximum number of backlog items 
that can be completed in the upcoming sprint. Recommend which items to commit to and which to defer.”

3. Task Assignment Optimization

“Review the sprint backlog and assign tasks to team members based on skills, past completion rates, and current 
workload. Identify any potential skill gaps or workload imbalances and recommend targeted resolutions.”

4. Risk Trend Detection

“Analyze sprint progress data, daily stand-up notes, and impediment logs to detect emerging risks. Summarize the three 
most significant emerging risk trends, analyze their potential impact on sprint objectives, and propose evidence-based 
mitigation actions.”

5. Scope Change Effect in Mid-Sprint

“Evaluate the impact of adding the proposed backlog item to the current sprint. Model how it will affect the completion 
probability for committed work and recommend whether to include, swap, or defer the item.”

6. Predictive Burndown Tracking

“Review real-time progress data and historical completion rates to predict if the sprint burndown will reach zero on time. 
Identify pacing issues and recommend adjustments to ensure sprint completion.”

7. Defect Probability for User Stories

“Analyze user story complexity, past defect density, and test coverage metrics to predict which stories have the highest 
defect probability post-release. Recommend additional QA steps for these stories.”

8. Continuous Improvement Insights

“Aggregate performance metrics from the last five sprints, including cycle time, lead time, and spillover rates. Identify 
recurring inefficiencies and recommend process improvements for the next retrospective.”

9. Stakeholder Feedback Integration

“Review stakeholder feedback from demos and surveys, extract recurring themes, and rank them by potential product 
impact. Recommend backlog adjustments to address the most valuable feedback first.”

10. Cross-Team Coordination

“Analyze dependencies between multiple Agile teams and forecast where delays in one team could block another. 
Recommend coordination strategies and timing adjustments to avoid bottlenecks.”



Ethical and Practical Limits of Current AI Capabilities

Definition

The ethical and practical limits of current artificial intelligence capabilities refer to the boundaries that define how AI can 
be responsibly developed, deployed, and managed in real-world contexts. Ethically, these limits are shaped by principles 
such as human well-being, fairness, privacy, transparency, accountability, and safety (Cebulla et al., 2023; Fischer & 
Frennert, 2025; Knight, 2025). These principles establish a moral framework for guiding the use of AI; however, they are 
neither static nor universally interpreted.

Their meaning often shifts according to context, stakeholder perspectives, and cultural norms, which can create challenges 
in translating high-level ideals into operational practices. As a result, ethical limits are not only determined by the formal 
codes and guidelines that govern AI but also by the ability of those guidelines to adapt to lived experiences, emerging 
risks, and unforeseen consequences.

Practically, these limits encompass the technical, organizational, and social constraints that affect the safe and effective 
operation of AI. They include issues such as the persistence of workplace hazards even after automation (Cebulla et al.), 
the unpredictability of human-AI interactions (Fischer & Frennert), and the gaps in evidence-based guidance for ethical 
governance (Knight). Practical limits acknowledge that AI systems function within complex environments shaped by the 
intersection of technical performance, human behavior, and institutional processes.

These boundaries highlight the need for ongoing monitoring, iterative risk assessment, and adaptive governance to ensure 
that AI not only functions as intended but also aligns with societal values and organizational responsibilities.

Introduction

Artificial intelligence is becoming increasingly integrated into workplaces, public services, and everyday life. It is used to 
automate decision-making, manage workforces, provide predictive analysis, and operate robotics systems. These 
developments have created significant opportunities for increased efficiency, enhanced safety in specific environments, 
and innovation in products and services. However, the adoption of AI also presents ethical and practical challenges that 
affect individuals, organizations, and society.

This discussion draws on three complementary perspectives. Cebulla, Szpak, and Knight examine workplace health and 
safety (WHS) risks associated with AI adoption, emphasizing the need for systematic risk assessment at each stage of 
implementation. Fischer and Frennert review empirical studies on how people experience AI and robots, proposing an 
“experiential ethics” approach that grounds ethical reflection in lived encounters. Knight examines the development of AI 
ethics guidelines, highlighting the necessity for evidence-based, context-specific, and adaptable processes. Together, these 
works highlight that ethical and practical limits are not solely theoretical concerns but emerge from the intersection of 
governance structures, workplace realities, and human experiences.

Ethical Challenges in Principle and Practice

Common Ethical Foundations

Across the three studies, there is strong agreement on core ethical principles for AI governance. These include human 
well-being, fairness, privacy protection, transparency, accountability, and safety. Cebulla et al. reference the Australian 
Government’s AI Ethics Principles, condensing them into three overarching categories: well-being, safety, and 
accountability. Fischer and Frennert identify similar values as recurring themes in both empirical research and policy 



discussions. At the same time, Knight notes that such values often dominate AI ethics guidelines, which are frequently 
adapted from established frameworks, such as biomedical ethics and the Belmont Principles.

Although these principles provide an essential ethical foundation, they frequently remain abstract and challenging to 
apply in specific contexts. Fischer and Frennert note that the meaning of principles such as transparency or fairness 
changes depending on the context in which AI is used. Interpretations may vary among developers, managers, and end 
users. Cebulla et al. show that even when principles are well-articulated, they can fail to address nuanced psychosocial 
risks, such as changes in workload distribution or the erosion of peer relationships. Knight further highlights that without 
clear strategies for implementation, principles risk serving as symbolic statements rather than operational guidance.

Limits of Abstract Principles

The inherent flexibility of interpretation in many ethical terms represents both a strength and a limitation. For example, 
“transparency” might mean algorithmic explainability for a software developer, but for an employee, it may refer to 
explicit notification that AI is being used for monitoring performance. Fischer and Frennert emphasize that the full 
implications of such principles often emerge only after deployment, when AI systems are fully integrated into daily 
practice.

Cebulla et al. demonstrate that ideals such as fairness can fail to capture the localized impacts of AI, including the unequal 
distribution of tasks or disparities in who bears the brunt of increased cognitive demands. Knight notes that many 
guidelines fail to define these principles with sufficient precision to make them operational across diverse settings. Such 
ambiguity can lead to inconsistent application and erode trust in AI governance frameworks.

Practical Limits in Workplace and Societal Contexts

AI in the Workplace: Safety and Well-Being Risks

The research by Cebulla et al. identifies several hazards associated with the adoption of AI in the workplace. These 
include increased cognitive load, diminished job control, privacy concerns, and overreliance on automated 
decision-making. Although AI can improve safety by removing humans from physically dangerous tasks, it can also 
create new forms of harm, particularly to mental health and social cohesion in the workplace. For example, 

AI-based monitoring systems can create an environment of constant surveillance, which can lead to stress and a decline in 
trust.

These findings suggest that existing workplace health and safety (WHS) frameworks, which traditionally emphasize 
physical risks, may insufficiently address cognitive, emotional, and relational harms. If these frameworks are not updated 
to account for AI-related risks, organizations may fail to safeguard employees from subtle yet equally significant 
consequences of technological change.

Experiential Limits: Human-AI Interaction

Fischer and Frennert identify six recurring dimensions of human experiences with AI and robots: appreciation of 
imperfection, formation of emotional connections, discomfort with lack of transparency, invisible human work, shifting 
responsibilities, and willingness to trade privacy for benefits. These dimensions demonstrate that the real-world impact of 
AI extends beyond technical functionality, influencing perception, trust, and workplace culture.

For instance, invisible labor (the human effort required to maintain or train AI systems) challenges the common 
assumption that automation entirely removes human involvement. Similarly, shifting responsibilities from humans to 
machines can blur accountability, particularly in high-stakes contexts. These insights align with Cebulla et al.’s emphasis 
on the persistence of risks over the AI system’s life cycle, and they reinforce Knight’s call for adaptive governance that 
responds to changing circumstances.



Limits in Governance and Guideline Development

Knight reveals that many AI ethics guidelines lack clear definitions of their intended audience, fail to adapt principles to 
specific contexts, and do not provide mechanisms for ongoing evaluation. While most guidelines state high-level values, 
they often fail to connect these values to practical actions supported by evidence. This governance gap reflects a 
prevailing tendency to treat ethics as a static set of rules rather than a dynamic process responsive to technological and 
social change. 

Knight argues for integrating procedural guidance, learning objectives, and adaptive governance structures into ethics 
guidelines. This aligns with Fischer and Frennert’s emphasis on incorporating feedback from experiences and with 
Cebulla et al.’s recommendation for continuous risk monitoring.

Towards an Integrated Understanding of AI’s Limits

Stage-Based Risk Identification

Cebulla et al. recommend integrating ethical principles with the AI Canvas framework to assess potential risks at each 
stage of AI implementation, from the initial concept through design, testing, and operational use. This approach ensures 
that both physical and psychosocial hazards are identified early and monitored over time. Embedding ethical 
considerations into each stage enables organizations to anticipate and prevent harm more effectively.

However, this process must be flexible enough to respond to unforeseen challenges. Fischer and Frennert demonstrate that 
many ethical issues arise only during the real-world use of AI systems. In contrast, Knight emphasizes the importance of 
iterative review and stakeholder participation throughout the AI system’s lifecycle. Integrating these perspectives fosters 
a more robust and adaptive risk management framework.

Experiential Feedback Loops

Fischer and Frennert’s experiential ethics framework emphasizes the importance of systematically gathering and 
analyzing user experiences to detect emerging risks. This process can reveal concerns such as discomfort with system 
opacity or changes in responsibility allocation before they escalate.

Cebulla et al. note that risks can persist or reappear throughout the life of an AI system, making continuous monitoring 
essential. Knight suggests that guidelines should incorporate formal mechanisms for integrating such feedback, ensuring 
that ethical oversight adapts to evolving circumstances and user experiences.

Evidence-Based Guideline Design

Knight’s PRISMA-ETHICS framework calls for grounding AI ethics guidelines in empirical evidence. This involves 
drawing on case studies, research findings, and stakeholder input to create substantive, procedural, and educational 
recommendations. Evidence-based design enhances the credibility and usability of guidelines across sectors.

Fischer and Frennert’s focus on contextual, lived experiences, and Cebulla et al.’s structured risk assessment model 
complements this approach. Together, they support the development of guidelines that are adaptable, inclusive, and 
capable of guiding ethical decision-making in complex, changing environments.



Conclusion

The interplay between abstract principles, workplace realities, and human experiences shapes the ethical and practical 
limits of AI. Cebulla et al. reveal that AI can introduce new hazards even as it mitigates traditional risks. Fischer and 
Frennert demonstrate that the ethical significance of AI emerges in lived encounters, often in ways not anticipated by 
policy frameworks. Knight shows that without evidence-based, participatory, and adaptive guideline development, ethical 
governance risks remain aspirational rather than actionable.

An integrated approach that incorporates stage-based risk identification, experiential feedback loops, and evidence-based 
guideline design represents the most effective path forward. Such an approach ensures that AI governance is both 
principled and responsive, safeguarding human well-being while enabling responsible innovation.
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